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Abstract
We propose Frost, a novel approach to bidirectional type
inference for first-class polymorphism. Conventional bidi-
rectional typing usually considers unidirectional information
flow between functions and arguments, typically from the
former to the latter. Frost allows local type information to
flow back and forth between functions and arguments via
pattern inference. A freezing operator is used to control the
direction of information flow when there is no best choice.
The flexible information flow of Frost enables expressive
and predictable inference of polymorphic instantiation and
implicit type abstraction. We conjecture that Frost admits a
simple, sound and complete type inference algorithm and
generalizes to type inference for modal types.

Keywords: first-class polymorphism, bidirectional typing

1 Introduction
ML-style type inference [5, 17] has enjoyed great success in
programming languages for inferring rank-1 polymorphic
types without any user annotations including type abstrac-
tion and instantiation. Nonetheless, polymorphic types are
treated as second-class, since quantifiers must be top-level
and instantiated with monomorphic types. Many approaches
to type inference for first-class polymorphism, which allows
quantifiers to appear anywhere and be instantiated with
polymorphic types, have been proposed in the past thirty
years [1, 10, 11, 14–16, 18, 20, 21]. These approaches make
different trade-offs between user-provided annotations, pre-
dictability, and complexity of the type inference algorithms.
However, first-class polymorphism still remains one of the
most challenging problems of type inference.

Bidirectional typing [6, 7, 13, 19, 26] for higher-rank poly-
morphism (which allows quantifiers to appear anywhere but
restricts instantiation to monomorphic types) has enjoyed
great success. Key to this success is the property that when re-
stricting to monomorphic instantiation, we can easily guess
monotypes and solve them via unification. There are two
modes in bidirectional typing: a checking mode which checks
a term against an input type, and a synthesis mode which
synthesises an output type from a term. The local type infor-
mation provided by the checking mode helps with inferring
implicit type abstraction and polymorphic arguments.

We start from the observation that local type information
also provides valuable guidance on polymorphic instantiation

∗This is an extended abstract for the ML family workshop 2025.

for first-class polymorphism. However, traditional bidirec-
tional type systems place rather severe restrictions on the
flow of local type information. We extend bidirectional typ-
ing with expressive information flow and a freezing operator
to control flow directions inspired by FreezeML [10]. We
propose Frost1, a novel type system for first-class polymor-
phism based on bidirectional typing. Frost follows the prin-
ciple shared by many existing systems that polymorphism
should never be guessed. Frost only instantiates a type with
a polymorphic type when the local type information requires
such a type; otherwise it guesses a monomorphic type.
Local type information in Frost mainly serves three pur-

poses: implicit type abstraction, polymorphic arguments,
and polymorphic instantiation. However, theses purposes
typically require different directions of information flow be-
tween functions and arguments. Consider the application
𝑀 𝑁 . When type information flows from 𝑀 to 𝑁 , we can
type check 𝑁 and infer potential implicit type abstraction.
When type information flows from 𝑁 to𝑀 , we can instan-
tiate 𝑀 with the information provided by 𝑁 . To support
both directions simultaneously, we first infer a pattern for
the argument 𝑁 . A pattern is a type skeleton with holes
and only provides the type information independent of the
surrounding context. That is, no matter where a term is, its
type must be consistent with its pattern. The pattern of 𝑁
always flows to𝑀 before the type information provided by
𝑀 flows back to 𝑁 . To control which information flows from
arguments to functions, we introduce a term-level freezing
operator. Freezing a term makes its type independent of the
surrounding context and thus can be collected in patterns
and used for synthesising the type of other terms.

In summary, Frost has the following main advantages.
• Predictability. Frost has a clear declarative presentation.
• Simplicity. Frost does not require new type syntax and
admits a sound and complete algorithmic type system
with simple constraint solving (work in progress).

• Expressiveness. Compared to QuickLook [20], which also
uses local type information for first-class polymorphism,
the pattern inference and freezing of Frost enable more
fine-grained control over local information flow, allowing
more programs to be synthesised and checked.

The remainder of this extended abstract gives an overview of
Frost with examples and illustrative typing rules. For space
reasons, we do not discuss the specification of Frost in this

1Frost forms when vapour flows to cold surfaces and freezes into ice crystals.
1
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extended abstract. Frost is still work in progress. We are
working on formalising the type inference algorithm and
proving its soundness and completeness. We also plan to ex-
tend Frost to type inference for modal effect types, inferring
implicit modality introduction and elimination [23].

2 Frost
2.1 Flowing from Functions to Arguments
Most bidirectional type systems [4, 7, 8, 12, 27] infer the
type of the function first, instantiate the type, and use its
argument types to type check each argument. The local type
information flows from functions to arguments as illustrated
in the following informal rule.

FunToArg
Γ ⊢ 𝑀 ⇒ 𝐴 𝐴 ⪯ 𝐴1 → 𝐵 Γ ⊢ 𝑁 ⇐ 𝐴1

Γ ⊢ 𝑀 𝑁 ⇒ 𝐵

Wewrite⇒ for synthesis mode and⇐ for checking mode.
We write 𝐴 ⪯ 𝐵 if 𝐴 can be instantiated to 𝐵. As a result,
the argument 𝑁 is in checking mode, allowing us to infer an
implicit type abstraction for it. When 𝑁 is a lambda 𝜆𝑥.𝑁 ′,
the checking mode also gives us the type of the parameter 𝑥 .
For instance, consider the function application poly (𝜆𝑥 .𝑥)
where poly : (∀𝑎.𝑎 → 𝑎) → Int. Using the argument type
∀𝑎.𝑎 → 𝑎 of poly to type check 𝜆𝑥.𝑥 , we can infer that there
is an implicit type abstraction Λ𝑎 wrapping the argument
𝜆𝑥.𝑥 , and the parameter 𝑥 should have type 𝑎.

Frost supports the information flow from functions to ar-
guments. However, only having this direction of information
flow is not enough as we have no guidance when we need
to instantiate the function type. Previous systems adopting
this rule solely mitigate the problem by adopting unifica-
tion [4, 7, 12, 27] on top of the bidirectional typing to allow
undirectional information flow. However, since arbitrary im-
plicit polymorphic instantiation is undecidable [3, 24], they
only consider predicative higher-rank polymorphism where
instantiation is restricted to monomorphic types, In contrast,
Frost enables implicit polymorphic instantiation by allowing
selective reversal of the direction of information flow.

2.2 Flowing from Arguments to Functions
Local type inference [19] supports inferring argument types
first and using these types to guide the typing of a function
as illustrated in the following informal rule.

ArgToFun
Γ ⊢ 𝑁 ⇒ 𝐴1 Γ ⊢ 𝑀 ⇒ 𝐴

𝐴 ⪯ 𝐴1 → 𝐵 guided by argument type 𝐴1

Γ ⊢ 𝑀 𝑁 ⇒ 𝐵

When the function has a polymorphic type, the type infor-
mation from arguments provides useful guidance on how we
should instantiate the polymorphic function type, especially
enabling polymorphic instantiation. For instance, consider
the application head ids where head : ∀𝑎.List 𝑎 → 𝑎 and
ids : List (∀𝑎.𝑎 → 𝑎). We know that the first argument

type List 𝑎 of head should match the type of ids. Thus, 𝑎
should be instantiated to the polymorphic type ∀𝑎.𝑎 → 𝑎.

The information flow from arguments to functions is also
useful for assigning types to parameters of unannotated
lambda abstractions. For example, consider inferring the type
of the application (𝜆𝑥.𝑥) ids. It is clear that the parameter 𝑥
should have exactly the type of the argument ids. However,
the ArgToFun rule is not powerful enough to cover this case.
Xie and Oliveira [26] propose a special application mode
Γ | Ψ ⊢ 𝑀 ⇒ 𝐴 which extends synthesis mode with a
context Ψ collecting the types of arguments that𝑀 is applied
to. When an application𝑀 𝑁 is encountered, the type of the
argument 𝑁 is first inferred and added to Ψ when typing𝑀
as illustrated by the following rule.

LetArgGoFirst [26]
Γ | Ψ ⊢ 𝑁 ⇒ 𝐴 Γ | 𝐴 ,Ψ ⊢ 𝑀 ⇒ 𝐴 → 𝐵

Γ | Ψ ⊢ 𝑀 𝑁 ⇒ 𝐵

Their system supports examples like (𝜆𝑥.𝑥) ids but does
not support polymorphic instantiation.

Frost supports information flow from arguments to func-
tions and uses it for both polymorphic instantiation and
assigning types to parameters of unannotated lambda ab-
stractions. In fact, similarly to application mode, the typing
judgement of Frost has the form Γ | 𝜌 ⊢ 𝑀 ⇒ 𝐴. The main
difference is that 𝜌 does not contain types for arguments but
their patterns, the key feature that enables Frost to support
both directions of information flow simultaneously.

2.3 Flowing Back and Forth via Patterns
Naively having both directions of information flow in Sec-
tions 2.1 and 2.2 would require backtracking, which is unre-
alistic for practical type inference. Instead of backtracking or
relying on ad-hoc heuristics, Frost supports both directions
of information flow by first collecting pattern information
from arguments, then inferring the function type guided by
the pattern information, and finally using the argument types
of the inferred function type to type check each argument.
The typing rule for application in Frost is as follows.

T-App
Γ ⊢ 𝑁 ⇒⇒ 𝑃

Γ | 𝑃 , 𝜌 ⊢ 𝑀 ⇒ 𝐴 → 𝐵 Γ ⊢ 𝑁 ⇐ 𝐴

Γ | 𝜌 ⊢ 𝑀 𝑁 ⇒ 𝐵

The pattern inference judgement Γ ⊢ 𝑁 ⇒⇒ 𝑃 infers a
pattern 𝑃 for a term 𝑁 under context Γ. We add this pat-
tern 𝑃 to the pattern row 𝜌 when inferring the type of 𝑀 ,
similar to the LetArgGoFirst rule. Finally we type check
the argument 𝑁 , similar to the FunToArg rule. A pattern
is a type with holes (for which we use the ghost symbol )
representing unknown information. We say that two pat-
terns are consistent if they are equivalent modulo unknown
information [22]. If 𝑁 has pattern 𝑃 , every type 𝑁 must be
consistent with the pattern 𝑃 . Formally, if Γ ⊢ 𝑁 ⇒⇒ 𝑃 , then
for any type 𝐴 such that Γ ⊢ 𝑁 ⇐ 𝐴, we have that 𝐴 is

2



221

222

223

224

225

226

227

228

229

230

231

232

233

234

235

236

237

238

239

240

241

242

243

244

245

246

247

248

249

250

251

252

253

254

255

256

257

258

259

260

261

262

263

264

265

266

267

268

269

270

271

272

273

274

275

Freezing Bidirectional Typing (Extended Abstract)

276

277

278

279

280

281

282

283

284

285

286

287

288

289

290

291

292

293

294

295

296

297

298

299

300

301

302

303

304

305

306

307

308

309

310

311

312

313

314

315

316

317

318

319

320

321

322

323

324

325

326

327

328

329

330

consistent with 𝑃 . In other words, the pattern 𝑃 gives the
type information provided by 𝑁 independently of where 𝑁
is and which information the context provides.

For instance, the term 𝜆𝑥 .𝑥 has pattern ∀ . → , which
covers any function type with an arbitrary number of top-
level quantifiers.2 As another example, the term ids has
pattern ∀ .List (∀𝑎.𝑎 → 𝑎). The ∀ . reflects potential
implicit type abstraction of ids. Note that as with many
other systems for first-class polymorphism, we only care
about shallow instantiation [2] where the polymorphic type
∀𝑎.𝑎 → 𝑎 inside List cannot be instantiated.

Back to the example poly (𝜆𝑥 .𝑥) in Section 2.1. The pat-
tern ∀ . → of 𝜆𝑥 .𝑥 does not contribute to the typing of
poly but is harmless since it is consistent with ∀𝑎.𝑎 → 𝑎.
Back to the example head ids in Section 2.2, what really

flows from ids to head is not the type of ids but its pattern
∀ .List (∀𝑎.𝑎 → 𝑎). We still know that we should instanti-
ate head with ∀𝑎.𝑎 → 𝑎 because the argument type List 𝑎
must be consistent with the pattern ∀ .List (∀𝑎.𝑎 → 𝑎).
The above examples essentially only use one direction

of information flow. We give another example which uses
both directions of information flow. Consider a higher-rank
polymorphic function poly′ : ∀𝑎.(∀𝑏.𝑏 → 𝑏 × 𝑎) → 𝑎.
Frost infers the type List (∀𝑎.𝑎 → 𝑎) for the application
poly′ (𝜆𝑥.(𝑥, ids)). First, the pattern information ∀ . →
×(∀ .List (∀𝑎.𝑎 → 𝑎)) of the argument 𝜆𝑥 .(𝑥, ids) flows

to poly′. This information tells the function to instantiate 𝑎
to List (∀𝑎.𝑎 → 𝑎). After instantiation, we get the argument
type ∀𝑏.𝑏 → 𝑏 × List (∀𝑎.𝑎 → 𝑎), which we use to type
check the argument 𝜆𝑥.(𝑥, ids) and infers that there should
be an implicit type abstraction Λ𝑏.

2.4 Freezing Flow
Sometimes the pattern is not as informative as we want. For
instance, consider the application single id where single :
∀𝑎.𝑎 → List 𝑎. For the argument id, the most precise pat-
tern information we could collect is ∀ . → because
of implicit instantiation and type abstraction. This pattern
information does not tell us anything useful for polymor-
phic instantiation of single. In this case Frost would just
guess a monotype consistent with ∀ . → to instantiate
𝑎 and finally infer List (𝜏 → 𝜏) with some monotype 𝜏 for
single id. This is unsatisfying as List (∀𝑎.𝑎 → 𝑎) is also
a perfectly reasonable type for single id which even more
precisely reflects the point that each element in the list is
itself a polymorphic function. Inferring this type requires
more information from id to flow to the function single

and guides its instantiation.
We introduce a term-level freezing operator to control the

directions of information flow.When a term is frozen, its type
is what we infer from it and cannot depend on the surround-
ing context. As a result, we can directly use the inferred type
2Unlike dynamic types in gradual typing, our ghosts not only appear as
types but also appear as ∀ . which matches any number of quantifiers.

as its pattern without considering potential implicit type ab-
straction and instantiation. In other words, previously for a
term there are inward and outward information flows, while
freezing a term fixes the direction to outward only. Back to
the example of single id, we could freeze id by writing
⌈id⌉. Frost infers the type List (∀𝑎.𝑎 → 𝑎) for single ⌈id⌉.
As another example, given fint : (Int → Int) → Int,
the application fint ⌈id⌉ is ill-typed because freezing id

disables instantiation.
Freezing naturally propagates through program structures

such as let-bindings, bodies of lambda abstractions, and
data constructors. For instance, Frost still infers the type
List (∀𝑎.𝑎 → 𝑎) for single (let 𝑥 = 42 in ⌈id⌉).

2.5 More Examples
Since Frost collects patterns of arguments in the typing
judgement, information from multiple arguments can be
used in together to guide polymorphic instantiations. For
instance, given choose : ∀𝑎.𝑎 → 𝑎 → 𝑎, Frost infers the
type (∀𝑎.𝑎 → 𝑎) × (∀𝑎.𝑎 → 𝑎) for the following term.

choose (𝜆𝑥 .𝑥, ⌈id⌉) (⌈id⌉, 𝜆𝑥 .𝑥)
For the same reason of collecting argument patterns, Frost
is not sensitive to 𝜂-expansion. For instance, 𝜂-expanding
choose in the above term does not prevent Frost from infer-
ring the type (∀𝑎.𝑎 → 𝑎) × (∀𝑎.𝑎 → 𝑎).

Frost allows instantiation to happen after each step of ap-
plication. For instance, Frost infers type Int for head ids 42.
After the first application head idswe get the type∀𝑎.𝑎 → 𝑎,
which is instantiated with Int before the second application.

Frost also allows information to flow from one argument
to another argument by using the function as a bridge. Con-
sider the application choose ⌈id⌉ (𝜆𝑥 .𝑥). Frost infers that
there is an implicit type abstraction for 𝜆𝑥 .𝑥 . The informa-
tion flows from the first argument to choose and then to
the second argument. Frost is not sensitive to the order of
arguments and still works for choose (𝜆𝑥.𝑥) ⌈id⌉.
Frost adopts the ML value restriction [25]: implicit type ab-

straction is only allowed for values. For instance, poly (id id)
is ill-typed because id id is not a value. We can make it well-
typed by freezing: poly (id ⌈id⌉). Now id ⌈id⌉ directly
gives the type ∀𝑎.𝑎 → 𝑎 without implicit type abstraction.
A more thorough demonstration of Frost can be found

in Appendix A including both positive and negative ones,
comparing against QuickLook [20], GI [21], HMF [15], and
FreezeML [10].Most examples are from Serrano et al. [20, 21],
with some new examples demonstrating Frost’s advantage
on handling bidirectional information flow.
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A Comparison of Type Systems for
First-Class Polymorphism

Figure 1 compares Frost with QuickLook (QL) [20], GI [21],
HMF [15], and FreezeML [10] via examples taken from Ser-
rano et al. [20, 21]. Figure 2 continues the comparison with
new examples demonstrating the expressiveness of flexible
information flow and freezing of Frost. Type signatures of
functions appeared in these tables are given in Figure 3.

All systems included in the comparison table only require
simple constraint solving for type inference, mostly just
unification of polymorphic types. There are other systems
like MLF [1], HML [16], SuperF [18] which introduce new
type syntax and sophisticated constraint solving. The per-
formance of these systems on examples in Figure 1 can be
found in the literature [9, 18, 20].
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A Polymorphic instantiation
A1 𝜆𝑥 𝑦.𝑦

A2 choose id

A3 choose nil id

A4 𝜆(𝑥 : ∀𝑎.𝑎 → 𝑎).𝑥 𝑥
A5 id auto

A6 id auto′

A7 choose id auto

A8 choose id auto′

A9 𝑓 (choose id) ids
where 𝑓 : ∀𝑎.(𝑎 → 𝑎) → List 𝑎 → 𝑎

A10 poly id | poly (𝜆𝑥 .𝑥) | id poly (𝜆𝑥.𝑥)
A11 [20] 𝑘 (𝜆𝑓 .(𝑓 42, 𝑓 true) 𝑥𝑠)

where 𝑘 : ∀𝑎.𝑎 → List 𝑎 → Int,
𝑥𝑠 : List ((∀𝑎.𝑎 → 𝑎) → (Int, Bool))

A12 app poly id | revapp id poly

A13 app runST argST | revapp argST runST

B Functions on polymorphic lists
B1 tail ids | head ids | single id

B2 cons id ids

B3 cons (𝜆𝑥 .𝑥) ids
B4 append (single inc) (single id)
B5 [20] append (single id) ids
B6 map poly (single id)
B7 map head (single ids)
B8 head ids true
C Inference of polymorphic lambda binders and generalisation points
C1a 𝜆𝑓 .(𝑓 42, 𝑓 true)
C1b 𝜆(𝑓 : ∀𝑎.𝑎 → 𝑎).(𝑓 42, 𝑓 true)
C1c [20] 𝑔 (𝜆𝑓 .(𝑓 42, 𝑓 true))

where 𝑔 : ((∀𝑎.𝑎 → 𝑎) → Int × Bool) → 1
C2 𝑟 (𝜆𝑥 𝑦.𝑦)

where 𝑟 : (∀𝑎.𝑎 → ∀𝑏.𝑏 → 𝑏) → Int

E 𝜼-expansion
E1a 𝑘 ℎ lst
E1b 𝑘 (𝜆𝑥.ℎ 𝑥) lst

where lst : List (∀𝑎.Int → 𝑎 → 𝑎),
𝑘 : ∀𝑎.𝑎 → List 𝑎 → 𝑎, ℎ : Int → ∀𝑎.𝑎 → 𝑎

E2a [20] 𝜆𝑥.poly 𝑥

E2b [20] (𝜆𝑥.poly 𝑥) : (∀𝑎.𝑎 → 𝑎) → Int × Bool

E3a app poly id

E3b [20] app (𝜆𝑥 .poly 𝑥) id
Frost: app (𝜆𝑥 .poly 𝑥) ⌈id⌉

E4a [20] map poly ids

E4b [20] map (𝜆𝑥 .poly 𝑥) ids
E5a [20] compose poly head

E5b [20] 𝜆𝑥𝑠.poly (head 𝑥𝑠)

Figure 1. Comparison of type systems with FCP. Cover all examples in GI [21] and QL [20] (examples from QL are marked).
means well-typed; means ill-typed; means well-typed after adding type-free annotations (e.g., the freezing operator). We

provide the well-typed terms with freezing operators in Frost in the case of .
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E 𝜼-expansion (new)
E6 (𝜆𝑓 .app 𝑓 ) poly id

E7 (𝜆𝑓 .app poly 𝑓 ) id
Frost: (𝜆𝑓 .app poly 𝑓 ) ⌈id⌉

B 𝜷-expansion (new)
B1 (𝜆𝑥 .app) 42 poly id

B2 (let 𝑥 = 42 in app) poly id

B3 app ((𝜆𝑥.poly) 42) id
F Freezing and bidirectional information flow (new)
F1 𝑓 (𝜆𝑥.ids)

where 𝑓 : ∀𝑎.(Int → 𝑎) → 𝑎

F2 𝑓 (𝜆𝑥.(𝑥, ids))
where 𝑓 : ∀𝑎.(∀𝑏.𝑏 → 𝑏 × 𝑎) → 𝑎

F3 𝑓 (𝜆𝑥.ids)
where 𝑓 : ∀𝑎.((∀𝑏.𝑏 → 𝑏) → 𝑎) → 𝑎

F4 (𝜆𝑓 .(𝑓 42, 𝑓 true)) id
Frost: (𝜆𝑓 .(𝑓 42, 𝑓 true)) ⌈id⌉

F5 pair (𝜆𝑥.𝑥) 42 : ((∀𝑎.𝑎 → 𝑎) → Int) × Int

F6 choose churchNil churchIds

F7 churchHead (choose churchNil churchIds)
Frost: churchHead (choose churchNil ⌈churchIds⌉)

† †

F8a polys (single id)
F8b let 𝑥𝑠 = single id in polys 𝑥𝑠

Frost: let 𝑥𝑠 = single ⌈id⌉ in polys 𝑥𝑠

Figure 2. Comparison of type systems with FCP (continued). New examples. †means well-typed only without value restriction.

head : ∀𝑎.List 𝑎 → 𝑎 tail : ∀𝑎.List 𝑎 → List 𝑎 append : ∀𝑎.List 𝑎 → List 𝑎 → List 𝑎

nil : ∀𝑎.List 𝑎 cons : ∀𝑎.𝑎 → List 𝑎 → List 𝑎 map : ∀𝑎 𝑏.(𝑎 → 𝑏) → List 𝑎 → List 𝑏

single : ∀𝑎.𝑎 → List 𝑎 length : ∀𝑎.List 𝑎 → Int compose : ∀𝑎 𝑏 𝑐.(𝑏 → 𝑐) → (𝑎 → 𝑏) → 𝑎 → 𝑐

runST : ∀𝑎.(∀𝑠 .ST 𝑠 𝑎) → 𝑎 app : ∀𝑎 𝑏.(𝑎 → 𝑏) → 𝑎 → 𝑏 pair : ∀𝑎 𝑏.𝑎 → 𝑏 → 𝑎 × 𝑏

argST : ∀𝑠 .ST 𝑠 Int revapp : ∀𝑎 𝑏.𝑎 → (𝑎 → 𝑏) → 𝑏 ChurchList 𝑎 � ∀𝑏.𝑏 → (𝑎 → 𝑏 → 𝑏) → 𝑏

id : ∀𝑎.𝑎 → 𝑎 auto : (∀𝑎.𝑎 → 𝑎) → (∀𝑎.𝑎 → 𝑎) churchNil : ∀𝑎.ChurchList 𝑎
ids : [∀𝑎.𝑎 → 𝑎] auto′ : ∀𝑏.(∀𝑎.𝑎 → 𝑎) → (𝑏 → 𝑏) churchIds : ChurchList (∀𝑎.𝑎 → 𝑎)
inc : Int → Int poly : (∀𝑎.𝑎 → 𝑎) → Int × Bool churchHead : ∀𝑎.ChurchList 𝑎 → 𝑎

choose : ∀𝑎.𝑎 → 𝑎 → 𝑎 polys : List (∀𝑎.𝑎 → 𝑎) → Int × Bool

Figure 3. Type signatures for functions used in the comparison.
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